Total and Differential Sputter Yields of Boron Nitride Measured by Quartz Crystal Microbalance
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We present differential sputter yield measurements of boron nitride due to bombardment by xenon ions. A four-grid ion optics system is used to achieve a collimated ion beam at low energy (<100 eV). A quartz crystal microbalance (QCM) is used to measure differential sputter yield profiles of condensable components from which total sputter yields can also be determined. We report total and differential sputter yields of three grades of boron nitride due to bombardment by xenon ions for ion energies in the range of 60-500 eV and ion incidence angles of 0°, 15°, 30°, and 45° from normal. We also present preliminary results of the temperature dependence of the sputter yield. Comparisons with published values are made where possible.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_s)</td>
<td>QCM sensor area</td>
</tr>
<tr>
<td>(E)</td>
<td>ion energy</td>
</tr>
<tr>
<td>(E^*)</td>
<td>characteristic energy describing the differential sputter yield profile shape</td>
</tr>
<tr>
<td>(E_{th})</td>
<td>threshold sputtering energy</td>
</tr>
<tr>
<td>(J_{B,avg})</td>
<td>time-averaged current of ions and energetic neutrals incident on the target</td>
</tr>
<tr>
<td>(k)</td>
<td>fitting coefficient</td>
</tr>
<tr>
<td>(M_B)</td>
<td>boron atomic mass</td>
</tr>
<tr>
<td>(M_N)</td>
<td>nitrogen atomic mass</td>
</tr>
<tr>
<td>(R)</td>
<td>mass accumulation rate</td>
</tr>
<tr>
<td>(r_{QCM})</td>
<td>distance from the target center to the QCM</td>
</tr>
<tr>
<td>(Y_{BN})</td>
<td>full BN sputter yield</td>
</tr>
<tr>
<td>(Y, Y_{QCM})</td>
<td>deposited condensable sputter yield</td>
</tr>
<tr>
<td>(\gamma, \gamma_{MZ})</td>
<td>volumetric differential sputter yield</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>ejection polar angle of sputtered atoms measured relative to the surface normal</td>
</tr>
<tr>
<td>(\beta)</td>
<td>incidence angle of bombarding ions measured relative to the surface normal</td>
</tr>
<tr>
<td>(\phi)</td>
<td>ejection azimuthal angle of the sputtered atoms measured in the plane of the target surface</td>
</tr>
<tr>
<td>(\rho)</td>
<td>density of the target material</td>
</tr>
</tbody>
</table>

I. Introduction

ION sputtering is a primary life-limiting mechanism in electric propulsion (EP) thrusters used for satellite and space exploration. Owing to the relatively long lifetimes (5-10+ years) of EP thruster devices and the complexity and expense of experimental tests, effects of sputter erosion and deposition are often studied with
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numeric codes. For erosion (lifetime) studies, the aim is to compute the amount of surface erosion due to the bombarding ions. Such modeling requires knowledge of the total sputter yields (Y) of the eroding materials at the ion conditions (energy and incidence angle) of interest. Deposition modeling additionally requires differential (angular) sputter yields \(y(\alpha, \phi)\) in order to track the trajectories of sputtered particles. Total and differential sputter yield profiles have been measured with a multitude of techniques, a partial list of which includes weight loss\(^{10,12}\), collector plates\(^{13-14}\), mass spectrometry\(^{15}\), quartz crystal microbalance\(^{3,7,9,11,16-17}\), Rutherford backscattering\(^{18,19}\), radioactive tracers\(^{20}\), and cavity ring-down spectroscopy\(^{21-22}\).

We are specifically interested in the sputtering of boron nitride (BN) because of its widespread use as an insulator material in the acceleration channel of stationary plasma thrusters (SPTs). Erosion of the insulator channel is the dominant thruster life-limiting mechanism in SPTs. Sputter erosion removes material from the channel wall and eventually exposes the underlying magnetic yoke, causing the magnetic field profile to be altered and the end of life to be reached. Furthermore, deposition of the sputtered BN can contaminate spacecraft surfaces (e.g., solar panels or thermal control surfaces). Despite the importance of BN erosion there is a lack of basic sputtering data on BN. Numerical modeling of thruster erosion\(^{23-25}\) shows that the ions most critical to the erosion process have relatively low energy \((\leq 100 \text{ eV})\). Measurements in this energy range are challenging since the low sputter yields can lead to signals below the detection sensitivity of the measurement system; additionally, it can be difficult to obtain collimated monoenergetic ion beams at these energies. The goal of the present study is to contribute towards filling this gap. In this work we detail development of an experimental configuration for low energy BN sputter measurements. We report differential and total sputter yields for several grades of BN at ion energies down to 60 eV, obtained with a QCM deposition sensor\(^{3,7,9,11,16-17}\). In section II we discuss the experimental apparatus and procedures used for data analysis. Results of validation measurements performed by using molybdenum as a control are presented in section III. Section IV contains a summary of the experimental results, including total and differential sputter yields of HBC, HBR, and HP grades of boron nitride under bombardment by xenon ions. Comparisons with available published values are provided. Finally, conclusions are given in section V.

II. Experimental Apparatus and Procedure

A. Overview of Sputter Measurement System

Total and differential sputter yields are measured using a quartz crystal microbalance (QCM) deposition monitor. The experimental apparatus is shown in Fig. 1. The main elements of the system have been previously described\(^{5-7,9-11,26}\). In this subsection we give an overview of its essential features, while the following subsections detail specific aspects and recent modifications. An improvement relative to our past work\(^7\) is that both weight loss and QCM measurements are performed concurrently in the same facility. The role of weight loss measurements is discussed below. The ion source and QCM are housed within a 0.125 m\(^3\) stainless steel vacuum chamber (43 cm ID x 76 cm long main section), equipped with a 1500 liter/s cryogenic pump (CTI-8). The chamber base pressure is 5×10\(^{-5}\) Pa giving a working pressure of approximately 2 to 5×10\(^{-3}\) Pa (corrected for Xe). Based on the chamber pressure and
temperature, the mean free path for boron atoms (i.e. sputtered particles) is 1.7 m such that ~10% of the boron atoms will experience a collision with background xenon atoms before reaching QCM surface (17.4 cm away). Some particles will therefore be deflected prior to reaching the QCM (lowering the measured yield), but other particles not originally directed at the QCM will be deflected to deposit on it. The effect of these collisions is hard to estimate exactly but is at most 10% which, as compared to the 30% uncertainty on reported yields, is considered to be negligible. The DC ion source with two-grid and four-grid ion optics, specially designed for low energy operation, is described below in more detail. A rotatable target-mount is positioned 23 cm downstream of the ion source. As shown in Fig. 1, the QCM is rotated in an arc above the target and the target itself is rotated azimuthally. Combinations of these movements allow us to probe over the hemisphere above the target, thereby obtaining differential sputter yield profiles. Both the QCM and target rotation are performed using 25000 step stepper motors, which are controlled using a motion control system (Parker CompuMotor). A personal computer with LabView is used for data logging. Detailed discussion of the QCM sensor is provided in subsection IIF.

B. Definition of Angles

The angles used to describe the direction of ion incidence and the ejections angles of sputtered particles are shown in Fig. 1. We define as follows: $\beta$ is the incidence angle of bombarding ions measured relative to the surface normal ($\beta=0$ for normal incidence), $\alpha$ is the ejection polar angle of sputtered atoms measured relative to the surface normal, and $\phi$ is the ejection azimuthal angle of the sputtered atoms measured in the plane of the target surface (defined so that $\phi=0$ is in the forward sputter direction i.e. in the forward direction of the plane containing the surface normal and the incident ion directions).

C. Ion Source

A DC Kaufman ion source using a dual thoriated tungsten filament as a discharge cathode and thoriated tungsten filament as a neutralizer is used\textsuperscript{11}. The four-grid ion optics system, designed using an in-house ffx code\textsuperscript{26, 27} and fabricated in-house, produces collimated beams at the low ion energies of interest to this work (20-350 eV). For higher energy measurements (250 – 500 eV), a two-grid ion optics system is used. Both grid sets can be used for the 250-350 eV range and the results obtained using two grid sets are similar. For both grid sets, typical beam parameters include a xenon flow rate of 0.05 mg/s, a beam current of 1-4 mA, a discharge voltage of 20 to 40 V, and a (beam) neutralizer current of 150% of the beam current. During measurements, the ion current leaving the source is recorded. Determination of the sputter yield requires knowledge of the current of energetic particles (ions and fast neutrals) incident on the sputtering target. As in our past work\textsuperscript{26, 27}, we make corrections for charge-exchange and scattering. The charge-exchange beam generates fast neutrals which, depending on scattering angles, may bombard the target. The resulting correction is to multiply the measured source current by 0.8-0.95, depending on the chamber pressure and ion energy.

Ion source characterization was performed to determine the bombardment conditions\textsuperscript{26}. The beam divergence angle, defined as the angle from normal including 90% of the beam current, was found as 12° from a beam profile measured with a collimated Faraday probe (the divergence angle increases slightly with beam energy), corresponding to a beam diameter of approximately 13.5 cm at the sample plane. A four-grid retarding potential analyzer (RPA) was used to measure the ion energy distribution, yielding a full width at half maximum (FWHM) of 6-19 V, increasing with beam energy. To determine the charge states of the ions an ExB probe was used. No triply charged ions were detected. The average double-to-single number density ratio was $\leq 5\%$ for beam energies between 80 eV and 250 eV, dropping with decreasing energy. For beam energies below 80 eV the number density of doubles fell below the detection limit (1%). The doubly-charged ions have twice the energy of singles but are counted as two charges in the current measurements. Because the measured yields are relatively linear and the fraction of doubles is low, simple estimates show their effect to be negligible.

D. Boron Nitride Targets, Surface Charging, and Moisture Effects

Test results reported herein are for HBC, HBR, and HP grades of Boron Nitride (BN). Each of these materials is formed by hot-pressing and corresponds to the graphite-like allotrope of BN. In the base plane, atoms are held together by strongly directed hexagonal arrays of covalent bonds, resulting in unique electrical, thermal, and mechanical properties. The HBC and HBR materials were obtained from General Electric’s Advanced Ceramics (currently Momentive Performance Materials). Calcium borate is used as binder in HBR, while no binder is used in HBC. The two grades have generally similar properties though with some differences. For example, HBR has higher thermal expansion, higher moisture absorption, and higher volume resistivity at elevated temperatures. The HP grade is obtained from Saint-Gobain and uses calcium borate as binder. Figure 2 shows Scanning Electron
Microscope (SEM) pictures of HBC grade BN in an unsputtered state and after 15 hours of sputtering by a 250 eV Xe ion beam (ion dose – 3x10^19 ions/cm^2). Little change can be detected in the surface structure.

Our past measurements of insulator materials, including boron nitride, have shown effects of surface charging and the importance of appropriate neutralization\textsuperscript{9-11}. Similar surface charging effects have been observed by Zhang et al.\textsuperscript{28} and Nikiporetz et al.\textsuperscript{29}. In order to neutralize the surface charge, a plasma bridge neutralizer (PBN) is placed in the chamber close to the target. Details on the neutralization scheme are discussed in our past work\textsuperscript{9-11} and Section IVA below. The operating conditions of the PBN are an emission current of 10-15 mA and a Xe mass flow rate of 0.5 sccm. The PBN was biased at negative 15 V relative to ground potential.

During QCM measurements, the total sputter yields were also measured using a weight loss technique, but the results displayed poor reproducibility and are not reported here. The limitations of the weight loss measurements are largely owing to moisture absorption by the samples during times when the samples are exposed to atmosphere (in principle, the weightings could be done within the vacuum chamber, but this is impractical in our setup). Moisture absorption and associated mass change were observed for all grades of BN\textsuperscript{10,11} and are expected based on material datasheets and similar observations by Garnier\textsuperscript{30}. HBC has the lowest moisture pickup, followed by HBR and HP. The latter two can maintain appreciable amounts of moisture even after storage in a dry environment (likely due to the binder). For HBR the mass buildup levels off after approximately one hour of atmospheric exposure, while as shown in Fig. 3 the mass buildup of HP is at a higher rate and for a longer duration. For all grades, the large mass buildup (and variation of individual samples) relative to the total mass change of a typical sputter test (~2-10 mg) precludes accurate sputter yield determination from mass loss measurements in our current setup. The relative humidity in the laboratory was in the range of 20-40% during these measurements. Of course, such effects do not influence QCM measurements.

![Figure 2. Scanning Electron Microscope images of HBC BN surface. Left: Unspattered surface. Right: Sputtered with 250 eV Xe+ ions for 15 hours.](image)
Another phenomenon that can influence weight loss measurements is xenon ion implantation into the sample. If a significant number of xenon ions are implanted in the sample, the measured mass loss and apparent sputter yield would be reduced. To check the influence of ion implantation, X-ray photoelectron spectrometry (XPS) analysis was performed on a HBC BN sample using a PHI 5800 XPS system. A previously unused sample was sputtered for 15 hours with a 250 eV ion beam (ion dose – 3x10¹⁹ ions/cm²) after which XPS analysis was performed. The analysis shows implanted xenon with an atomic fraction of 0.1%. Angularly resolved XPS measurements show that the implanted xenon is only in a thin near-surface layer. The measured atomic fraction versus electron emission angle is shown in Fig. 4. The increase of atomic fraction with angle shows that the depth of xenon implantation does not exceed a few nanometers. From the point of view of weight loss, simple numeric estimates show that the mass of implanted xenon is negligible compared to the mass change due to sputtering.

E. Boron Nitride Sputter Products

In deposition mode, the QCM allows determination of differential sputter yields through measurement of mass accumulation (of sputtered particles) on its surface. For condensable components, sticking coefficients are assumed to be unity. Note that sticking coefficients for “new layers” and very thin layers (typically 10’s of Angstroms) may be less than unity, but once a sufficient layer thickness of a given material has accumulated, sticking coefficients for condensables are generally unity 31. As will be further discussed, the sputtered particles from BN may consist of a mix of condensable and non-condensable components.

To study the chemical composition of the layer deposited on the QCM surface during the BN sputter yield measurements, the surface of the QCM as well as a HBC BN target were analyzed using XPS. For the QCM surface layer, B 1s and N 1s spectral lines were detected in a proportion of 5.5:1 B:N. It is important to realize that these features are due to all of the corresponding material regardless of atomic or molecular composition, e.g. the B 1s is due to boron atoms, BN, oxides etc. Therefore, the 5.5:1 ratio immediately indicates that sputtering is predominantly as atoms of B and N (or possibly BₓNᵧ) but not so much as BN or other BₓNᵧ, since there is much more B on the QCM relative to N). We make this conclusion under the assumption the B atoms (or Bₓ) condense onto the QCM while N or N₂ does not. We use the NIST XPS database 32 for line assignments and other features of the spectra are as follows. There is variation in reported B 1s line locations, but the consensus is that pure atomic B is at 186-188 eV, B from BN is at ~190-191 eV, and B from B₂O₃ is at ~192-194 eV. Atomic B is not detected in the target or QCM surface likely because it oxidizes (to B₂O₃) in the atmosphere (and the materials were exposed to atmosphere prior to the XPS measurements). Clearly the BN feature is large from the BN target (which shows both BN and B₂O₃) but small from the QCM surface (consistent with our hypothesis). In summary, the salient point is that the majority of the
B detected in the QCM surface is in the form of $\text{B}_2\text{O}_3$ as would be expected if sputtering of B is predominantly is predominantly as B atoms, or $\text{B}_x$ (but not as BN) which deposit on the QCM and subsequently oxidize.

Sputtering predominantly as atoms is also consistent with past mass spectrometry results\textsuperscript{1,28,33} and multi-component sputtering theory. The XPS analysis of a sputtered BN sample performed by Garnier\textsuperscript{30} demonstrated little variation between the boron and nitrogen fractions in the sample before and after sputtering, which suggests that boron and nitrogen are sputtered at approximately equal rates as would be expected based on the bulk composition. Therefore, assuming sputtering as atoms with only B depositing on the QCM, the full BN yield is related to the deposited condensable yield as

$$Y_{\text{BN}} = Y_{\text{QCM}} \cdot \frac{M_B + M_N}{M_B}$$

(1)

where $M_B$ is the mass of boron, $M_N$ is the mass of nitrogen, $Y_{\text{QCM}}$ is the QCM-measured yield, and $Y_{\text{BN}}$ is the full BN yield (this equation applies for both differential and total yields). Owing to the reactivity of atomic nitrogen, it is also possible that N atoms form $\text{N}_2$ as they leave the surface, but in the case of sputter products being B and $\text{N}_2$ (with B depositing on the QCM), equation (1) still holds.

**F. QCM Sensor and Measurement Procedure**

We use a deposition controller (Sigma Instruments SQC-339) that reads the crystal frequency to 0.001 Hz and an RC-cut quartz crystal as opposed to the more conventional AC-cut crystal. The RC-cut crystal (Tangidyne Corporation) is very accurate for deposition of thin films. Increased sensitivity is achieved by adjusting the stress coefficients of the quartz plate using advanced fabrication methods.

The quartz crystal resonance frequency is extremely sensitive to temperature variation so the QCM should be maintained at constant temperature during measurements. A programmable digital temperature controller with refrigerating/heating circulator (PolyScience 9002) is used to control the temperature of the QCM. The water circulates through the stainless steel body of the QCM housing with the temperature of the water bath controlled to ±0.01°C. As the crystal is moved to different positions its incident heat flux varies; therefore, although the temperature of the water stays constant, the actual crystal temperature is different at different locations ($\alpha$ angles). A K-type thermocouple wire embedded in a copper holder silver-soldered to the back of the QCM crystal holder monitors QCM temperature, and each sputter yield measurement is started only after the temperature of the crystal has stabilized.

For a given incidence angle $\beta$ (obtained by tilting the target), the differential sputter yield profile is obtained by measuring the sputter yield over two chords above the target: $\phi=0^\circ/180^\circ$ and $\phi=60^\circ/240^\circ$ (where the latter, by symmetry, also corresponds to $\phi=120^\circ/300^\circ$ for azimuthally symmetric sputtering profiles). A total of 34-36

---

Figure 5. XPS results for the HBC BN target (a) and QCM surface (b). For the HBC BN target, fitted peaks (and their sum) are shown.
positions above the target are typically sampled. At a given measurement point the volumetric differential sputter yield, \( y(\alpha, \phi) \), in units of \( \text{mm}^3/C\text{sr} \), is determined using

\[
y(\alpha, \phi) = \frac{R(\alpha, \phi)r_{qcm}^2}{\rho J_{B,\text{avg}}A_s}
\]

(2)

where \( R(\alpha, \phi) \) is the measured mass accumulation rate (found from the QCM’s deposition monitor device), \( \rho \) is the density of the target material (close to 2 mg/cm\(^3\) for all grades of BN used), \( J_{B,\text{avg}} \) (C/s) is the time-averaged current of bombarding particles (ions and energetic neutrals) incident on the target, \( r_{qcm} \) is the distance from the target center to the QCM (17.4 cm), and \( A_s \) is the QCM sensor area (0.535 cm\(^2\)). The quantity \( A_sr_{qcm}^2 \) corresponds to the solid angle that the QCM sensor subtends while \( R(\alpha, \phi)/\rho J_{B,\text{avg}} \) corresponds to the volume of sputtered material per bombarding charge. It is important to emphasize that the directly measured quantity is the mass buildup of condensable particles on the QCM and the volumetric differential sputter yield should be considered in this way. In fact the “volume” may not really correspond to any physically observed volume since it corresponds to the equivalent volume due to the mass of the deposited material if one uses the density of the full target material; of course conversion to the deposited mass yield simply requires removing the density from (2)). Finally, as discussed in subsection IIE, equation (1) can be used to convert the measured QCM yield (from (2)) to the corresponding full BN yield.

G. QCM Signal Analysis.

Analysis and fitting of differential sputter yield profiles requires appropriate functional forms. At our conditions, stopping is predominantly due to elastic (nuclear) collisions and is generally in the linear cascade regime (emitted particles are secondary or higher generation recoils) or single knock-on regime (emitted particles are primary recoils). A classical theory for the linear cascade regime was originally developed by Sigmund\(^{35}\). Independent of ion incidence angle, the original Sigmund theory predicts sputtering profiles that are azimuthally symmetric and approximately diffuse in shape, corresponding to cosine-like profiles of the form \( y \sim \cos(\alpha) \) (n=1 for a diffuse profile). More recent experimental and numerical studies show a range of profile shapes. For normally incident ions on polycrystalline and amorphous targets, cosine-like profiles are generally observed with increasingly under-cosine shapes as ion energy is lowered and increasingly over-cosine shapes for higher ion energies\(^{5,7,9,10,15,35-37}\). For obliquely incident ions at relatively high ion energy, observed profiles also tend to be azimuthally symmetric. However, for lower ion energies the measured profiles tend to be asymmetric with increased sputtering in the forward direction\(^{5,7,9,10,16,20,35}\). Similar profiles have been modeled on a theoretical basis\(^{37-39}\).

As a means to describe the measured differential sputter yield profiles we use expressions from Zhang\(^{40}\), based on work from Yamamura\(^{38-39}\), to which we introduce two fit parameters. We term the resulting expressions as Modified Zhang (MZ):
experimental data. Note that profile shapes are determined by the ratio $E^*/E$ and for high ion energy ($E^*/E << 1$) the MZ expression reduces to the diffuse yield ($y=Y\cos(\alpha/\pi)$).

H. Measurement Procedure

Targets are pre-sputtered to better represent the conditions found in long-duration EP operating applications. Pre-sputtering of HBC and HBR samples is by a 500 eV ion beam with a current density of ~0.1 mA/cm² for 15 hours, while the HP sample is pre-sputtered by a 750 eV ion beam with a current density of ~1 mA/cm² for 2 hours. An order-of-magnitude estimate for the typical dose of incident ions on a target prior to testing is 1019 ions/cm² (corresponding to a sputtered surface thickness of several microns). Target contamination effects are estimated to be negligible, since for typical conditions the flux of ions incident on the target is approximately 10 times higher than the flux of nitrogen (the major contaminant) to the target. The samples are also heated under the chamber filaments for at least 30 minutes prior to sputtering to remove moisture and to reach thermal steady-state. Test durations are fixed such that the QCM has time (at each position) to sufficiently stabilize relative to thermal and background noise. Test times vary from several hours for higher energy tests to as long as 20 hours for lower energy tests, corresponding to the ion doses of 6.7x1018-4.5x1019 ions/cm².

III. Measurement System Validation

Validation of our sputter yield measurements is performed by using molybdenum as a control. While there is variation in data from different research groups, molybdenum sputter yields are reasonably well characterized. We have measured the total sputter yield of Mo at normal incidence at energies of 150, 250 and 350 eV. As shown in Fig. 6, the total yields (found from the Y parameter of the best-fit MZ profile) are self-consistent and in reasonable agreement with the Yamamura and Tawara curve fit. The currently reported yields (shown as CSU 2008) are somewhat lower than those previously measured using the same apparatus with two-grid ion optics (shown as CSU 2007) though the difference is within experimental uncertainty. Although our values are approximately a factor of two lower than those previously measured using the same apparatus with two-grid ion optics, they are in good agreement with the data of Doerner (weight loss method). These results are taken as validation of the measurement methods and in particular of the assumption that the sticking coefficient of the QCM may be taken as unity for condensables.

IV. Results & Discussion

A. Total Sputter Yields

Figure 7 shows total sputter yields of the three BN grades, determined from the Y parameter of the best-fit MZ profile (equivalent to integrating the best-fit differential profile) as a function of ion energy for normal incidence. The total yields of Fig. 7 (and Fig. 8) are only due to condensable particles depositing on the QCM, and equation (1) can be used to find the corresponding full BN yields. The measurements of total sputter yield values are performed multiple times for the majority of the data points. Measurements in the energy range of 60-350 eV are performed using the four-grid ion optics, while the range of 250-500 eV uses the two-grid ion optics. For the cases when several measurements were done at the same conditions, the average value is reported. Total sputter yields of HBC and HBR grades are nearly identical, although HP yields at 200 and 250 eV are somewhat higher. However, the differences between the yields of HP and the other two grades are likely not statistically significant as the differences are within the experimental uncertainty. Experimental uncertainty on measured differential sputter yields and total sputter yields are estimated to be about 30% based on the repeatability of the sputter yield measurements.

Where possible, we compare our total sputter yields with measurements and modeled values from other research groups. Figure 9 shows our recent measurements for HBC BN along with weight loss measurements by Semenov, Garnier, Abashkin, Kim, and modeled values from Yim. In this case we have scaled our yields using (1) to...
represent full BN sputtering yields (not just the measured condensable particles). Not all of the authors specify the grade of BN used. The values we are currently reporting are high relative to past measurements. The difference in the measured sputter yields may be attributed to the difference in the properties of different BN grades (e.g. presence of binders). Even for a given BN grade produced by the same manufacturer, the material properties can vary. Comparison against weight loss measurements may be influenced by moisture effects as discussed in connection with Fig.3. Also, if samples have been heated, it is possible that surface changes have been induced. In terms of Yim’s modeled values, certain details of the molecular binding were selected to achieve agreement with the published experimental data. Finally, inadequate surface neutralization may lead to low apparent yields as further discussed below. The validation measurements presented above suggest that if a systematic error is present in our data, it results in sputter yields that are lower, not higher, than true values.

The values reported here are also higher than the values we have previously reported using the weight loss method in a different vacuum chamber likely owing to inadequate surface charge neutralization or variations in current density values in the previous work. While the latter would not lead to substantial error (<~30%), the former could be significant. A key differences in the present setup compared to that used for the past total yield measurements is that the present setup allows real-time sputter measurements using the QCM. This capability allows us to select the emitted current from the PBN by monitoring its effect on the measured sputter yield. Initially the sputter rate increases with the neutralization current prior to reaching saturation when the target is adequately neutralized. Measurements reported here are safely in the saturated regime. In contrast, in the past setup the neutralization current was pre-selected based on the total beam current value and the neutralizer characteristics, and may have been inadequate for complete surface neutralization thereby leading to lower measured sputter yields.

B. Differential Sputter Yields

As described in subsection IIIG, MZ expressions are used to fit the profiles and the parameter $E^*/E$ describes the shape of the profile. Figure 10 shows the variation in $E^*/E$ for normal incidence as a function of ion energy for the three grades of BN. In this energy range the parameter $E^*/E$ tends to increase with energy for all grades of BN but other apparent features (e.g. maxima) are likely not statistically significant (i.e. fall within the noise of the data). Figure 11 shows the variation in $E^*/E$ at 100 eV as a function of incidence angle for the three grades of BN. For HBC and HP grades the value of the parameter is almost
independent of the incidence angle, for HBR it increases with the incidence angle. For all conditions studied, the values of $E^*/E$ indicate that the differential sputter yield profiles are non-diffuse. Error bars are estimated from the repeatability of the differential sputter yield measurements.

Examples of comparison between measured (raw) QCM data and fitted MZ profiles are given in Fig. 12. Both plots are for xenon ion energies of 250 eV on HBC BN. The left plot is for normal incidence and the right plot for 30° incidence. The plots include QCM measured points, best-fit MZ profiles, and (for comparison) diffuse profiles with the same total yield. One can see agreement between the measured and MZ profiles. The fitted normally incident profile is azimuthally symmetric. The profile for 30° incidence corresponds to the forward/backward plane ($\varphi=0/180°$) and shows a forward sputter lobe ($\alpha<0$) with reduced sputtering in the backward direction ($\alpha>0$). In general, the MZ expressions provide reasonable descriptions of the measured profiles. The asymmetry of the non-normal incidence profiles and the disagreement with diffuse profiles in all cases illustrate the inadequacy of simply assuming diffuse profile shapes as has been done in some past research.

In Fig. 13-14, examples of the best-fit MZ differential sputter yields are shown using colored hemispheres. Colors (indicated in legend) correspond to the yield in the given direction. As discussed above, for normal incidence the profile is azimuthally symmetric, while for increasingly non-normal incidence the profiles show increasing forward sputter lobes. For 15° incidence the profile is already significantly azimuthally asymmetric.

In Tables 1-3 the best-fit MZ values are presented for all conditions and grades studied. The trends are generally similar to the ones presented above. Two total yield values are given for each condition: the directly measured QCM yield $Y_{QCM}$, and the scaled value from (1), representing full BN sputtering, $Y_{BN}$. Error bars are as discussed above.
Table 1. Total Sputter Yields ($Y$) and Characteristic Energies ($E^*$) of HBC BN.

<table>
<thead>
<tr>
<th>Ion energy (eV)</th>
<th>Incidence angle (°)</th>
<th>$Y_{QCM}$ (mm$^3$/C)</th>
<th>$Y_{BN}$ (mm$^3$/C)</th>
<th>$E^*$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>0</td>
<td>0.0063</td>
<td>0.0145</td>
<td>8</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0.0136</td>
<td>0.0312</td>
<td>18</td>
</tr>
<tr>
<td>100</td>
<td>15</td>
<td>0.0142</td>
<td>0.0327</td>
<td>13</td>
</tr>
<tr>
<td>100</td>
<td>30</td>
<td>0.0145</td>
<td>0.0333</td>
<td>18</td>
</tr>
<tr>
<td>100</td>
<td>45</td>
<td>0.0181</td>
<td>0.0417</td>
<td>21</td>
</tr>
<tr>
<td>150</td>
<td>0</td>
<td>0.0170</td>
<td>0.0390</td>
<td>13</td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>0.0268</td>
<td>0.0614</td>
<td>40</td>
</tr>
<tr>
<td>250</td>
<td>0</td>
<td>0.0291</td>
<td>0.0669</td>
<td>63</td>
</tr>
<tr>
<td>250</td>
<td>15</td>
<td>0.0234</td>
<td>0.0539</td>
<td>65</td>
</tr>
</tbody>
</table>

Figure 12. Example of QCM data with best-fit MZ profiles for 250 eV ions on HBC at normal incidence (a), and at 30° (b).

Figure 13. Differential sputter yield profiles for HBC grade BN. Normal incidence and different beam energies (a). Varying incidence angles at a beam energy of 100 eV (b). Arrows show the direction of ion incidence. Units are mm$^3$/C/sr.
<table>
<thead>
<tr>
<th>Ion energy (eV)</th>
<th>Incidence angle (°)</th>
<th>$Y_{\text{Cond}}$ (mm$^3$/C)</th>
<th>$Y_{\text{BN}}$ (mm$^3$/C)</th>
<th>$E^*$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>0</td>
<td>0.0064</td>
<td>0.015</td>
<td>2</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0.0158</td>
<td>0.036</td>
<td>6</td>
</tr>
<tr>
<td>100</td>
<td>15</td>
<td>0.0185</td>
<td>0.0425</td>
<td>27</td>
</tr>
<tr>
<td>100</td>
<td>30</td>
<td>0.0218</td>
<td>0.0502</td>
<td>38</td>
</tr>
<tr>
<td>100</td>
<td>45</td>
<td>0.0233</td>
<td>0.0535</td>
<td>27</td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>0.025</td>
<td>0.058</td>
<td>53</td>
</tr>
<tr>
<td>250</td>
<td>0</td>
<td>0.034</td>
<td>0.079</td>
<td>46</td>
</tr>
<tr>
<td>250</td>
<td>15</td>
<td>0.0276</td>
<td>0.0634</td>
<td>58</td>
</tr>
<tr>
<td>250</td>
<td>30</td>
<td>0.0566</td>
<td>0.130</td>
<td>69</td>
</tr>
<tr>
<td>250</td>
<td>45</td>
<td>0.0497</td>
<td>0.114</td>
<td>97</td>
</tr>
<tr>
<td>350</td>
<td>0</td>
<td>0.0365</td>
<td>0.0838</td>
<td>94</td>
</tr>
<tr>
<td>350</td>
<td>15</td>
<td>0.0328</td>
<td>0.0753</td>
<td>134</td>
</tr>
<tr>
<td>350</td>
<td>30</td>
<td>0.0514</td>
<td>0.118</td>
<td>135</td>
</tr>
<tr>
<td>350</td>
<td>45</td>
<td>0.0644</td>
<td>0.148</td>
<td>182</td>
</tr>
<tr>
<td>500</td>
<td>0</td>
<td>0.0388</td>
<td>0.089</td>
<td>191</td>
</tr>
<tr>
<td>500</td>
<td>15</td>
<td>0.0669</td>
<td>0.154</td>
<td>213</td>
</tr>
<tr>
<td>500</td>
<td>30</td>
<td>0.0657</td>
<td>0.151</td>
<td>250</td>
</tr>
<tr>
<td>500</td>
<td>45</td>
<td>0.101</td>
<td>0.233</td>
<td>261</td>
</tr>
</tbody>
</table>

**Table 2.** Total Sputter Yields ($Y$) and Characteristic Energies ($E^*$) of HBR BN.

<table>
<thead>
<tr>
<th>Ion energy (eV)</th>
<th>Incidence angle (°)</th>
<th>$Y_{\text{Cond}}$ (mm$^3$/C)</th>
<th>$Y_{\text{BN}}$ (mm$^3$/C)</th>
<th>$E^*$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>0</td>
<td>0.004</td>
<td>0.010</td>
<td>5</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0.015</td>
<td>0.034</td>
<td>25</td>
</tr>
<tr>
<td>100</td>
<td>15</td>
<td>0.015</td>
<td>0.034</td>
<td>19</td>
</tr>
<tr>
<td>100</td>
<td>30</td>
<td>0.018</td>
<td>0.041</td>
<td>10</td>
</tr>
<tr>
<td>100</td>
<td>45</td>
<td>0.016</td>
<td>0.037</td>
<td>15</td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>0.035</td>
<td>0.080</td>
<td>61</td>
</tr>
<tr>
<td>250</td>
<td>0</td>
<td>0.053</td>
<td>0.122</td>
<td>71</td>
</tr>
</tbody>
</table>

**Table 3.** Total Sputter Yields ($Y$) and Characteristic Energies ($E^*$) of HP BN.
C. Initial Study of Temperature Dependence of Sputter Yields.
We have performed preliminary tests to examine possible temperature dependence of the sputter yield. The results are shown in Fig. 14. There is little variation in sputter yield up until about 400 °C, then some increase beginning at ~520 °C. Similar effects were observed for borosil (BNSIO$_4$), and predicted in numerical modeling for BN$^{23}$. Discussion of possible mechanisms of thermally enhanced sputtering can be found in Ref. 24 and 50.

D. Functional Fitting of Sputter Yields.
Total sputter yield values (parameter $Y$ in the modified Zhang expression) were fitted using a product of the Bohdansky equation$^{45}$, used to fit the energy dependence of the sputter yields, and a semi-empirical equation from Yamamura representing the angular dependence$^{43}$:

$$Y = Y_E Y_\beta$$

(4)

The Bohdansky and Yamamura equations were used because they adequately describe the physical trends of the sputter yield energy and angular dependences. More general fitting functions (for example, polynomial) could possibly provide better fits to the experimental data (i.e. lower discrepancy between the experimental points and the fitting function), but they may provide very inadequate descriptions outside of the domain where experimental data are available (energy range - 60-500 eV, ion incidence angle – 0-45 degrees).

An equation developed by Bohdansky$^{45}$ is used to fit energy dependence:

$$Y_E = k \left[ 1 - \left( \frac{E}{E_{th}} \right)^{2/3} \right] \left[ 1 - \frac{E}{E_{th}} \right]^{1/2}$$

(5)

Bohdansky altered the original Sigmund expression$^{34}$ to better match low energy sputter yields. The values of $k$ and $E_{th}$ from a least squares fit of HBC data are 0.053 mm$^3$/C and 24±6 eV, respectively, and the resulting fit is presented in Fig. 15. Note that the normal incidence fits of Fig.15 use Eq. (4) and the full measured data set over all incidence angles, not just the normal incidence data. An expression from Zhang$^{40}$ for the energy dependence of the total sputter yield was also fitted to the experimental data, but the fit does not represent the experimental data as well.

Figure 14. Thermal dependence of sputter yield for HBC-grade BN.

![Figure 14](image)

Figure 15. HBC sputter yield at normal incidence versus ion energy (a) single fit (b) composite fit for two energy ranges.

![Figure 15](image)
as that from Bohdansky, especially at low energies. The threshold energy obtained from the Zhang fit was 57 eV. The lowest ion energy for which we have detected BN sputtering is 40 eV, however the experimental uncertainty was significant and the data are not reported here. At lower energies, the signal falls below our noise limit (due to both the low sputter yield and the reduced beam current), but sputtering likely continues to occur (as the value of $E_{th}^E = 24 \pm 6$ eV in the Bohdansky fit indicates).

For the dependence on incidence angle, a semi-empirical equation from Yamamura\(^4\) is fitted to the HBC data:

$$ Y_\theta = (\cos \theta)^f \exp \left[ -\Sigma \left( \frac{1}{\cos \theta} - 1 \right) \right] $$

(6a)

where

$$ f = 1.71 \left( 1 + 2.5 \frac{E_{th}^\beta / E}{1 - \sqrt{E_{th}^\beta / E}} \right) $$

(6b)

$$ \Sigma = f \cos \left( 90 - 286 \left[ \frac{0.09145}{\sqrt{E}} \right]^{0.45} \right) $$

(6c)

As an example, the resulting fit for ion energy of 100 eV is presented in Fig. 16. The Yamamura equation uses a single fit parameter $E_{th}^\beta$, which we have allowed to vary independently of $E_{th}^E$ (and which we constrained to be non-negative), i.e. Eq. (4), therefore uses three fit parameters, $k$, $E_{th}^\beta$, and $E_{th}^E$, the best fit values of which are shown in Table 4. Maximum error values and their standard deviations are also given for reference.

HBC data has the highest maximum discrepancy between the experimental data and the fit. The reason is that since more data are available for HBC at lower energies, the fit reproduces these low energy values better than those at the top of the range. In an attempt to reduce the discrepancy, the fit was also applied in a piecewise way with two energy ranges: 60-300 eV and 350-500 eV. It provides a composite fit with lower discrepancy between the fitted and the experimental values, but introduces discontinuity to the fitting function. Wither low- or high-energy fit can be chosen for the range of 300-350 eV. The plots of $Y(E)$ dependence including the experimental data, single fit and composite fit are shown in Fig. 15.

**Table 4.**

<table>
<thead>
<tr>
<th></th>
<th>$k$</th>
<th>$E_{th}^E$</th>
<th>$E_{th}^\beta$</th>
<th>Max. error, %</th>
<th>Error st. dev., %</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBC</td>
<td>0.037</td>
<td>24</td>
<td>0</td>
<td>40</td>
<td>12</td>
</tr>
<tr>
<td>HBR</td>
<td>0.055</td>
<td>29</td>
<td>17</td>
<td>34</td>
<td>11</td>
</tr>
<tr>
<td>HP</td>
<td>0.073</td>
<td>35</td>
<td>0</td>
<td>25</td>
<td>9</td>
</tr>
</tbody>
</table>

**Table 5.** Composite fit for two energy ranges (HBC).

<table>
<thead>
<tr>
<th></th>
<th>$k$</th>
<th>$E_{th}^E$</th>
<th>$E_{th}^\beta$</th>
<th>Max. error, %</th>
<th>Error st. dev., %</th>
</tr>
</thead>
</table>
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To capture differential sputter yield we also fit $E^*$ values using the second-order polynomial fit:

$$E^* = c_1 E + c_2 \beta + c_3 E \beta + c_4 E^2 + c_5 \beta^2 + c_6$$

(7)

The fitting parameters are given in Table 6.

**Table 6.**

<table>
<thead>
<tr>
<th></th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
<th>$c_5$</th>
<th>$c_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBC</td>
<td>0.073</td>
<td>-0.53</td>
<td>0.0065</td>
<td>0.00037</td>
<td>0.0020</td>
<td>0.92</td>
</tr>
<tr>
<td>HBR</td>
<td>-0.011</td>
<td>0.78</td>
<td>0.0034</td>
<td>0.00079</td>
<td>-0.014</td>
<td>-0.18</td>
</tr>
<tr>
<td>HP</td>
<td>-0.011</td>
<td>0.78</td>
<td>0.0034</td>
<td>0.00079</td>
<td>-0.014</td>
<td>-0.18</td>
</tr>
</tbody>
</table>

Example of hemispheric differential sputter yield plots obtained using the experimental and fitted values of $Y$ and $E^*$ are shown in Fig. 17 and 18.

(a) ![Hemispherical plot](image1)
(b) ![Hemispherical plot](image2)

**Figure 17.** Hemispherical plots of differential sputter yield for HBR, ion energy - 350 eV, incidence angle 45, (a) – using the experimental values of $Y$, $E^*$, (b) using fitted values of $Y$, $E^*$. Units are mm$^3$/C/sr.

(a) ![Hemispherical plot](image3)
(b) ![Hemispherical plot](image4)

**Figure 18.** Hemispherical plots of differential sputter yield for HBR, ion energy - 500 eV, incidence angle 15, (a) – using the experimental values of $Y$, $E^*$, (b) using fitted values of $Y$, $E^*$. Units are mm$^3$/C/sr.
V. Conclusion

We report total and differential sputter yield measurements for three grades of BN (HBC, HBR, and HP) in the energy range of 60-500 eV. Measurements have been performed using a QCM deposition sensor providing differential sputter yield profiles of condensable particles. Total yields are found from the integrated profiles. Using a four-grid source we have performed measurements of BN sputtering below 100 eV.

The numerical models, previously published experimental data, and our study of the QCM surface layer composition indicate that sputtering is predominantly as atoms (with boron atoms depositing to the QCM, but not nitrogen). This information is critical for interpretation of our QCM measurements and is also important for interpretation of future laser diagnostics systems based on CRDS which will measure only boron contributions. In terms of total BN sputter yields, we observe higher values relative to published data. Possible reasons for this are discussed and are under ongoing investigation. In comparison to a representative refractory metal such as molybdenum, we find similar volumetric yields for BN, though the corresponding BN mass- (or atomic-) based yields are still ~5x lower due to the lower density of BN. For HBC grade BN, the threshold energy determined by fitting experimental data is 24±6 eV. Preliminary data on the temperature dependence of the sputter yield are reported for temperature up to 544°C.

Finally, we find that the fitted MZ profiles provide a reasonable description of the measured yields. The shapes (E*/E values) for the three grades of BN are all relatively similar and show azimuthally symmetric behavior at normal incidence and forward/backward sputtering features at oblique incidence.

There is a critical need in the EP community for low ion energy sputter measurements of BN, and the present contribution is a step forward filling this gap. Upcoming and ongoing work aims to measure the BN sputtering over a broader range of sputtering conditions and includes study of variation of BN sputter yields with temperature.
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